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Introduction

"B . B |

S1: Jack. Could you come in here for a moment? Now!
S2: Found it.
S3: I'll take that dad.

] ' ' o S1: It seems your daughter and Richard are something of an item.
1. Conversations in DiaRE are often repetitive,and there S2: That's impossible, he’s got a twinkie in the city.

; ; ; S4: Dad, I'm the twinkie.
may also be speaker intervuptions, leading to the S2: You'r the twinkie?
entangled logic issue among utterances. Sl s e e
2. There are many V’@P@tl'tl'\/e co HOQM (al EXPress ions to lead gi}iim gsupposed to stand here and listen to this on my
. . . . . ’ . 1 ay. . . -

(ess H/\FO rmative FO r classi Flcatl on, resu [ti ng in the S4: Dad, dad this is a good thing for me. Ya know, and you even

. , . . said yourself, you've never seen Richard happier.

information sparsity issue. pom— ——
(S3,54) per: siblings
(S4, twinkie) per: alternate_names
(S2, S4) per: parents

Figure 1: An example adapted from the DialogRE
dataset (Yu et al., 2020). In total, there are 5 speakers in
the conversation covering different topics. S2, S3, and
S4 indicate the abbreviations of different speakers.
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Figure 2: The architecture of our model.
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Dialogue Encoder T | | JJ
a dialogue as d = [xq,...,x,] "
m utterances (U1, . .., Up) g
contextualized representations H =[hy,...h,] b, e R g 0&L

Gy g

Gij = To(h;, h;) (1) —. T
Sampler ’;‘; G SOLS Inducer | sampler 7;;5

h : R?xR? — Ris the gat 1 1 Faia s AN
where Ty is the gate sampler param R hy i é (5 ééé b hi.

eterized by 6, and h; and h; are the contextualized
representations of the 2-th and j-th token. Next ' ® G Rep 8 SbRep """""" @ Other Token Rep |
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Sampling a Gate Gi; hz 2i; E:: ~ Hard:::::f:.m (z-aja:am g | é-i\ ;

| > - - > Yij.
j} g | Gena:ratur Recitifier Generator *5’. _SampferT *so\md/' ; sam;:Tb;
X ~ BinaryConcreate(z;, 7) " - ”h“; O h /,,\hj
2ij = MLP([hy; h;)) (2) 2srw B ConaTere
X ~BinaryConcrete(z;, 7) #AFTz/(1+2)
X ~ HardConcrete, g) (zij, T) $#(0,1)=>[0,1]
sij = o((logp —log(1 — p) + 245)/7) 3) G* = {{T;(h,h;)}i,5€(l,n]} @)
ij = min(1, max(0, s;; x (o — ) + a)) Gt = {{’T{’ (h;,hy)};4,5 € [, ]} (5)
where o is the sigmoid function and p ~ U(0,1) where 7 ¢ and 7;,? refer to two samplers for S, and

is sampled from a uniform distribution. Sy, parameterized by w and v, respectively. For the



Chongging ATAI

Advanced Technique

/University of of Artificial
Method I I e
Controlled Sparsity: b;ﬁ : ! HWIQSTNSH"' T W | | E— JJ

; ,:.,_lnp_st_ ? | SOLS Encoder —:Fctassiﬁer

£.=1(0") + 1@ © —

: The architecture of our model. b

Gt = Tithiha)i€ [Ln] () G% €GP J

Goi =Ty (b ). i€ [Ln]  (® Gf €@ A %

Sampler 7 SOLS Inducer Sampler ’}';f
hl=o Gi; W' + b’ 9) i 4 S w
2,5 ROh yAAAAL K B

- o b . &SR & SyRep  OOterTokenRep
H =GCN(H,G"), H =GCNH,G")

(10)
rap = MLP([h?%; h®)) (I1)  h, € R% and hy € R?

L=Le 4+ AL, (12)
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DialogRE-EN DialogRE-CN
Type Model Dev Test Dev Test
F1 Fle F1 Fle F1 Fle F1 Fle
CNN (Lawrence et al., 1997) 46.1* 437 480" 450" 429 408 436 417
Sequential  LSTM (Schuster and Paliwal, 1997) 46.7* 442 474 449° 43.3 41.2 439 42.0
BiLSTM (Graves and Schmidhuber, 2005) 48.1* 443* 48.6* 450* 444 417 448 423
C-GCN (Zhang et al., 2018) 458 40.1 443 40.3 40.2 39.3 40.5 39.7
Rule-based GCNN(Sahu et al., 2019) 473 442 432 451 44.1 41.5 443 42.1
EoG(Christopoulou et al., 2019) 50.2 473 506 467 48.1 459 466 443
DHGAT (BiLSTM) (Chen et al., 2020c¢) SLIT T SsE1™ 507 55.8 53.6 54.6 527
AGGCN (Guo et al., 2019) 46.6° 405 462 395° 42.0 398 427 394
Lt LSR (BiLSTM) (Nan et al., 2020) 52.8 51.3 519 511 549 527 55. 53.4
GDPNet (BiLSTM) (Xue et al., 2021) 534 51.5 527 509 56.1 53.1 54.8 52.5
Ours (BiLSTM) 596 540 578 521 590 553 569 546
BERT (Devlin et al., 2019) 60.6* 554 585" 532° 63.7* 595 632* 584"
BERTSs (Yu et al., 2020) 630 513" wBl2¢ 554° 655" ol0* 635* 58T
RoBERTa (Liu et al., 2019) 652 o614 62.8 588 64.0 59.8 62.7 58.9
SpanBERT (Joshi et al., 2020) 64.6 58.8 61.8 558 - - - -
BERT DHGAT (Chen et al., 2020c) 60.2 57.1 599 558 61.2 576 614 58.1
LSR (Nan et al., 2020) 62.8 58.7 614 562 64.0 594  63.1 58.1
GDPNet (Xue et al., 2021) 67.1" 615 649" o60.1" 64.1 604 628 59.8
Ours (BERT) 69.6 62.6 68.1 614 66.7 61.6 654  60.6

Table 2: Main results on DialogRE-EN and DialogRE-CN datasets. The results with * are directly taken from
DialogRE (Yu et al., 2020), DHGAT (Chen et al., 2020c), or GDPNet (Xue et al., 2021). All other results are
produced by us based on their open implementations as there are no previous results for these settings.
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Model P R Fl
BERT (Devlin et al., 2019) 69.9 726 712
MIE-Multi (BERT) (Zhang et al., 2020c) 72.1 708 714
Ours (BERT) 742 721 731
RoBERTa (Liu et al., 2019) 70.6 709 707
MIE-Multi (RoBERTa) (Zhang et al., 2020c) 71.7 70.5 71.1
Ours (RoBERTa) 726 719 722

Table 3: Comparisons on the MIE dataset.

Model Fi Fl;
Full model 59.6 54.0
- SOLS 48.1 444
- Speaker-related regularization £,  54.6 523
- Graph G* 543 510
- Graph G° 561 529
- Gate 3.7 520
- Stretcher&Rectifier 56.0 524

Table 4: Ablation study on DialogRE-EN (deve set)

with the BiLSTM encoder.
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(b) Comparisons under two different perturbations
(b) Combining SOLS with latent graphs.

Figure 5: Discussions on the DialogRE-EN (dev set). Figure 6: Discussions on the DialogRE-EN (dev set).
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Sa: - Could you come in here for a moment? Now! (a) w
88: Foundit. IQ
S3: I'll take/filSE0aN. w
8i: 1t seems your dallﬁer and Richard are ... 0
S4: Al-alright, l-Hlook this is the best relationship... w
S5: Really? w
Sy Yes. - =
S2: Am I supposed to.. listen to this on my birthday? %
84: Dad, dad this is a good thing for me... T
S1: Jack Could you come in here for a moment? Now!

82: Found it.

S3: I'll take that dad. (c)
S1: It seems your daughter and Richard are ... —
S4: Al-alright, I-look you guys, this is the best relationship... w
S5: Really? A
S54: Yes.

S2: Am I supposed to...listen to this on my birthday?
S4: Dad, dad thisisa good thing for me...

S1: Jack. Could you come in here for a moment? Now! {b] w
82: Found it. IQ
53: I'll take that dad. w
S1: It seems your daughter and Richard are ... n
S4: Al-alright, l-look this is the best [EIAHONSHID. &
S5: Really? E?
54: Yes. g
: Am I supposed to..listen to this on my birthday? =
Sa: this is a good thing fnr.... T
S1: Jack. Could you come in here for a moment? Now!
S2: Found it. (d]
S3:T'll take that dad.
S1: It seems your daughter and Richard are ... g
S4: Al-alright, ook you guys, this is the best relationship... mv)
S5: Really? g
S4: Yes. —~

S2: Am I supposed to...listen to this on my birthday?
S4: Dad, dad thisis a good thing for me...

Figure 7: Case study on DialogRE-EN. The darker color means the higher score. Figure (a) shows the “gates™
between Speaker 3 (S3) and the other tokens in the dialogue, and (b) shows the ones for Speaker 4 (S4). Figure (c)
and (d) demonstrate the attention weights between S3 and the other tokens in the corresponding latent graphs.
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